Sketch of Lecture 11 Fri, 2/1/2019

Review. If vy, ..., v, are orthogonal, the orthogonal projection of w onto span{wvi,...,v,} is

w - V1 w - Unp
Vit ...+ ———vn.
V1-U1 Up - Up

w =

3 1 0
Example 59. Determine the projection of { 7 ] onto W =span { —1 ], { 0 ]
4 0 1

Comment. We know how to do this using least squares.

1 0
However, realizing that [ -1 ],[ 0 } are orthogonal makes things even easier.
0 1

3 1 1
Solution. (using orthogonality) As in Example 58, the projection of{ 7 } onto { -1 ] is —2[ -1 ] and the
4

o 3 0], 0 0 0
projection of | 7 | onto | 0 |is4| o |.
4 1 1

3 0 -2
Hence, the orthogonal projection of [ 7 ] onto W = span{ 71 } is — +4[ ] [ 2 ]

4 1 4
Important note. Note that, at this point, we can easily extend [ ] [ } to an orthogonal basis of R?:

3 2 5
That is because the error [ 7 ] - { 2 ] :[ 5 ] is orthogonal to both of the existing basis vectors.
4 4 0

0
0
0 1

1
Therefore [ —1 ],{
0

5
},{ 5 ] is an orthogonal basis of IR3.

\ Gram-Schmidt

This idea (see “important note” above) for creating orthogonal vectors underlies Gram—-Schmidt:

(Gram—Schmidt orthogonalization)
Given a basis wq, wo, ... for W, produce an orthogonal basis q1, g, ... for W.

¢ (gi=w

. e — projection of
G2 = W2 wo onto q;

projection of \ [ projection of
w3 onto qi w3 onto @2

® Q3=’w3—(

[ ] qgs=—...

projection of __( projection of n projection of
w3 onto span{qi, g2}/ \ ws onto q; ws onto qo /'
Important comment. When working numerically it actually saves time to compute an orthonormal basis
q1, q2, ... by the same approach but always normalizing each g; along the way. The reason this saves time
is that now the projections onto g; only require a single dot product (instead of two). This is called Gram—
Schmidt orthonormalization.

Note. When normalizing, the orthonormal basis g1, g2, ... is the unique one with the property that span{q,
q2, ..., qk } =span{w1, wa, ..., wi} forall k=1,2,....

Comment. Since g1, g2 are orthogonal, (
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1 1
Example 60. Find an orthogonal basis for W = span { 1 ],[ —1 ]

1 1
Solution. We already have the basis wq :{ 1 }, ’u}2:|: -1 } for W. However, that basis is not orthogonal.
1 1

We can construct an orthogonal basis q1, g2 for W as follows:

1
® qgi=wi=|1
1

Since this is our first basis vector, we don't yet have other basis vectors it needs to be orthogonal to.

. e — projection of | 11 1 } . 24/33
92 = w2 wo onto q1 ) 71 3 ] - ;/é

Make sure our way to construct g2 makes sense to youl!
q2 is the error of the projection of w2 onto q;. This guarantees that it is orthogonal to q;.

On the other hand, since g2 is a combination of w2 and g1, we know that g2 actually is in W.

2/3
We have thus found the orthogonal basis [ }{ —4/3 } for W.
2/3
1
1
1

V3

Comment. There are, of course, many orthogonal bases q1, g2 for W. Up to the length of the vectors, ours
is the unique one with the property that span{q;} = span{w1} and span{qi, g2} = span{wi, w2}.

Important comment. Normalizing these, we get { }\/6{ -2 }, which is an orthonormal basis for W.
1
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