Sketch of Lecture 18 Tue, 10/25/2016

Example 119. Use your geometric understanding to find the eigenvectors

and eigenvalues of A= [ 0 (1) }

Solution. A{ Z } :[ i’ } (i.e. multiplication with A is reflection through the line y =)

° A{ 1 }: 1 [ ! } ~ :13:[ i } is an eigenvector with eigenvalue A =1.

° A{ 11 }271{ 11} ~ sc:[ _11 } is an eigenvector with eigenvalue A= —1.
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Example 120. Verify that { Y } is an eigenvector of A:[ 0

}. What is its eigenvalue?

Solution. Aw:{ _04 _22 M _12}:{ _48}:4:13.

Hence, x is an eigenvector of A with eigenvalue 4.

‘ 15.1 How to solve Ax = \x

Example 121. (review) If B is invertible, what can you say about null(B)?
Solution. If B is invertible, then Bx = 0 has the unique solution x = 0.

Hence, null(B) ={0}. (In particular, dimnull(B) =0.) In other words, the null space is trivial.

Comment. If you write down a random n x n matrix, then, most likely, it will be invertible (none of the
pivots are 0).

Key observation:

Ax = \x
— Ax - \x=0
— (A-X)xz=0

This homogeneous system has a nontrivial solution if and only if det(A — AI)=0.

Recipe. To find eigenvectors and eigenvalues of A.

(a) First, find the eigenvalues A by solving det(A — A1) =0.

det(A — AI) is a polynomial in )\, called the characteristic polynomial of A.

(b) Then, for each eigenvalue A, find corresponding eigenvectors by solving (A —A\I)x =0.

More precisely, we find a basis of eigenvectors for the \-eigenspace null(A — A1).

Important comment. If A is n xn, then det(A — AI) is a polynomial in \ of degree n. Such
a polynomial has at most n roots (it has exactly n roots when working with complex numbers
and counting multiplicity).

Hence, an n x n matrix A has at most n different eigenvalues!
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Example 122. Find the eigenvalues and eigenvectors of A:{ 31 }

13

In other words: Find the eigenvalues of A as well as bases for the corresponding eigenspaces.

Solution.

A-ar=[3 1] 0 0= L,

The characteristic polynomial of A is:
det(A—)J):‘ sTAL ‘:(3—)\)2—1
Its roots are A\1 =2, Ay =4, the eigenvalues of A.

Find eigenvectors with eigenvalue A1 =2: (we also call these 2-eigenvectors)

Basis for null(A — A\ ) = null({ Ll D is { N }

1

So: x; :{ g } is an eigenvector with eigenvalue \; = 2.

[All other eigenvectors with X\ = 2 are multiples of ;. null([ 1 D :span{[ 7 }} is the 2-eigenspace.]

Find eigenvectors with eigenvalue Ao =4:

Basis for null(A — \pJ) = null([ o D is { ! }

1

So: CIJQZ{ 1 } is an eigenvector with eigenvalue Ao =4.

All other eigenvectors with A\ =4 are multiples of x,. null( | —' ! =spansq| ! is the 4-eigenspace.
1 —1 1

Check it! We check our answer:
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Comment. In the first step, we needed to find the roots of (3 — \)? — 1. There are two nice options here:

e From Calculus you already know one method for finding the roots of any quadratic polynomial, which
usually goes by abc-formula or pg-formula. Using the abc-formula, we find that the two roots of
(3—=XN)2—-1=X2—-6)\+8 are

A\ _6£v36-32_6+£2 - A =2, Ag—d
’ 2 2
o In this particular example, it is easier to notice that (3 —\)2—1=0, or (3—X)2=1 has the solutions
3—A=41 ~ AN=2, Ay=4.
When working by hand, it is often worthwhile to watch out for such shortcuts before expanding the
characteristic polynomial.
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