Preparation problems for the discussion sections on November 4th and 6th

0 1 1
1. Let A= |—2 2| and b= |1|. Find the least squares solution T of Ax = b.
2 2 0

Solution: We first calculate AT A and ATb:

0 1
e 2336

ATb =

Now we have to solve

It is easy to check that then

_1
X = 14 .
3

2. A scientist tries to find the relation between the mysterious quantities x and y. She measures
the following values:

y |2 [ 5 | 9 [ 17
(i) Suppose that y is a linear function of the form a + bx. Set up the system of equations
to find the coefficients a and b.
(ii) Find the best estimate for the coefficients.
(iii) Same question if we suppose that y is a quadratic function of the a + bx + cz?.

Solution: a. We set up the equation as follows:

11 2
1 2] ja] |5
1 3116l |9
1 4 17
b. We calculate .
1 1 1 1 1 1
1 2 1 2 (111 1)1 2 |4 10
1 3 1 3] |1 2 3 4|1 3| |10 30
1 4 _1 4 1 4
and -
1 1 2 2
1 2 50 |11 11 51 |33
1 3 9 |1 2 3 4|19 |107
1 4_ 17 17
Now we solve
4 10| 33 | R2—R2-2.5R; 4 10 33 | RisRrRi—2r2 | 4 0] —16
10 30 | 107 0 5245 0 5245 |-
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Hence a = —4 and b = 4.9.
c. We set up the equation as follows:

1 1 1 2
12 4 Cb‘ R
1 3 9 19
1 4 16| L° 17
We calculate
T
Ll Ll 111 1 Ll 4 10 30
1 2 4 1 2 4 1 2 4
=11 2 3 4 = |10 30 100
L3 91 139 149 16/ |13 0 30 100 354
1 4 16 1 4 16 1 4 16
and
11 17172 9
1 1 1 1 33
1 2 4 5 5
=11 2 3 4 = |107
L3 9019 149 16| |° 375
1 4 16 17 17
One can row reduce
4 10 30| 33 1 0 0] 225
10 30 100|107 | = | O 1 0| —1.35
30 100 354|375 0 01 1.25
Soa =225 b=—1.35and ¢ =1.25.
3. The system of the equations Ax = b with
1 -1 5
1 0 0
A=11 1 ]:0=15]
1 2 10

18 not consistent.
(i) Find the least squares solution @ for the equation Ax = b.
(ii) Determine the least squares line for the data points (—1,5),(0,0),(1,5),(2,10).

Solution:
(i) We first calculate AT A and A”b:

-1
o (1 1)t o] 42
AA—{—1012}1 1 _[26]’
12
5
o [1 11 |o] [
Ab—{—1012} 5 —{20}'
10

Now we have to solve
4 2. |20
2 6|7 |20
4 2120 | r2—»Rr2-1/2rR1 | 4 2120
2 6120 0 5(10 |~

We have
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Hence,

(ii) Denoting the least squares line as y = ax + b, we have to find {Z] so that

—_ = =

5
. : 0 b 4
is the closest possible value to 5| From the first part, ol = 12l Hence, the least

10
squares line is y = ax + b = 2x + 4.

2

1 . . .
RE Using Gram-Schmidt, find an orthonormal basis
—1

for W = Span(vy, va, v3), using vy, v, and vs.

4. Let vy = , Uy = and v3 =

—_ O
OO O

Solution: Set

Vi

— RO R|R R~ O~

us = —=
C il

SHsk oSk

Then

O wli
O wir
Sl

S5

W=

Ol
|

g
|
|
SFsk os-{5sk- o5l
S8k oS- o5
|
|
|



Finally,
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Now {u,uy, u3} is an orthonormal basis of .

1 1
5. Let A = [1 _1}.
(i) Calculate AT A. What does this tell you about the columns of A?
(ii) Find an orthonormal basis {qi,q2} for Col(A) (starting with the columns of A!). Put

Q= [ql QQ] . What is Qfl ?

Solution:
(i) We have:
r, (1 11 1| (20
AA_L -1 |1 —=1] |0 2
Since only entries on the main diagonal are nonzero, columns of A are orthogonal to
each other.
(ii) Since we already know that columns of A are orthogonal to each other, to find an

orthonormal basis for Col(A) it is enough to divide each column by its length. Hence:
(note that for non-zero vectors, orthogonality implies linear independence)

@:[?5 7}

V2 V2
(@ is an orthogonal matrix, so:
11
ot=qr=|¢ 4]
V22
1 1 2
6. Let A= |0 0 1|. Find the QR decomposition of A: write A = QR where () is a matrix
1 00

with orthonormal columns and R is an upper triangular matriz.
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1 1 2
Solution: Let W be the column space of A. Then W = span(|0|, |0, |1|). By applying
1 0 0
the Gram-Schmidt process to these vectors, we have:

1
0 1
1 V2
u; = Vi = = = 0
[[vall 1 il
Ffof =2
_1_
Then
1] LT M1 4T m 1]
V2 V2 B
0 = (|0 0[)]0 0 1
Vo — (111 'V2)111 _0_ _\/Li_ _0_ _\/Li_ _% v2
u; = = ——= 15 ——T117 =| 0
[va — (u - va)u | 1 72 1 7z 3 _\/%
{0} = (] 0 o) 1ol []ofl
0 1 |o] |& -3
LY ] | V2. L1V] L& L 2]
Finally,
U — vy — (ug - v3)u; — (uz - v3)uy
’ [vs — (a1 - v3)ur — (us - v3)uy||
o] - 17 o7 L7 - 17 o7 L T
2 a2 | el B R R
Il —=(]0 1H{of—=(f O 1) o
1 1 1 1
B R0 S v B A0 N v A v A A1 A
9] ESESEES T L7 o] [ L
V2 V2 V2 V2
{f =l o [tpof=cf o [-|th] o ]I
KCH I v [ A4 B v (R v B K1 B B
0
=11
0

Therefore, by using the Gram-Schmidt process we get the following orthonormal basis for

W = Col(A):

1 1 .
NG V2 0
{10],] 0 |,[1]}
4 1 0
V2 V2 J
Then set
L0
V2 V2
Q=10 0 1
L _1 9
V2 V2o
Now we determine R. We have:
1 1 1
i oA MR V2 o V2
01 0 100 0 0 1

Check that A = QR.



[Note that it is not really necessary to compute this matrix product to find R. Can you see
how all entries of R have occured as inner products during Gram-Schmidt?]

7. Let
- |
the matrixz for rotation over 6 (counter clockwise).

(i) Calculate QY Qq. What does this tell you about the columns of Qg ?
(ii) What is Qe_l ? Fxpress Q;l i terms of another rotation matriz Q).

cosf) —sinb
sinf cosO |’

(iii) Show that if x = {Z} then the vector & and the rotated vector Qgx have the same length.
Solution:
(i) We have:
OTQp = cost) sinf@| |cosf) —sin@| cos? @ + sin? 0 0 (10
00" | _sinf cosf| |sinf cosf | 0 cos?f +sin?| ~ |0 1
This shows that the columns of Qy form an orthonormal basis for R2.
. 1 _ 7 _ | cosf sind .
(ii) By the first part, we have Q" = Q, = _6inf cos 9}. It is easy to see that the
inverse of the rotation by 6 is the rotation by —#, therefore:
Qy' =Qp

(iii) We have:
Qpx = Q al |cos@® —sinf| |a| |acos® —bsind
X =801yl T sing®  cosO | |b| ~ |asing+bcosd

Thus,

length(Qyx) =+v/(acos — bsinf)? + (asind + bcos h)?2 = \/a2(0052 0 + sin? §) + b2(cos? 0 + sin? 0)
=va? + b? = length(x)

8. Let P be a permutation matriz, so each row and each column has a single non zero entry 1.
Write P=[Pi Py, ... P,].

(i) What is the dot product between the columns of P: what is P; - P;?

(i) What is P~1¢

Solution:

(i) We have P, - P; = 0if i # j and P, - P, = 1. This is because the columns of P are the
standard basis vectors of R™ in a different order.
(ii) From the first part, we know that columns of P form an orthonormal basis, i.e., P is

orthogonal. Hence, we have:
P*l — PT



