Review

e \Vectors q1,..., q, are orthonormal if
v [0, ifitj,
%%_{Liﬁzj
e Gram-Schmidt orthonormalization:
Input: basis a1, ..., a, for V.

Output: orthonormal basis qi, ..., g, for V.

b
b1:a17 Q= ||b1||
bs
b2:a2—<a2, Q1>Q1’ Q2= ||b2||
b3
bs=as3 — (a3, q1)q1 — (as, g2) g2, %= o]

1
Example 1. Apply Gram—Schmidt to the vectors ! 2 ]
2

HiH

Solution.

) J17] 4 2 I 2
We obtained the orthonormal vectors sl2l3l s -2
2 1
Theorem 2. The columns of an m x n matrix Q) are orthonormal

< QTQ =1 (the n X n identity)

Proof. Let q, ..., q, be the columns of Q).

0, if i ],

They are orthonormal if and only if ¢/q; :{ L i
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All these inner products are packaged in Q7Q =I:

It Sl VAR
{—q:Q—J @

o O =
o~ O
o o

O

Definition 3. An orthogonal matrix is a square matrix () with orthonormal columns.

It is historical convention to restrict to square matrices, and to say orthogonal matrix even
though “orthonormal matrix” might be better.

An n x n matrix @ is orthogonal «— QTQ=1

In other words, Q1= Q7.

Example 4. P= {

o = O

01
00 ] is orthogonal.
10

In general, all permutation matrices P are orthogonal.

Why? Because their columns are a permutation of the standard basis.

And so we always have PTP =1.

cosf) —sinf
Example 5. Q_l sinf cosf 1
@ is orthogonal because:

{ cos 6 { —sin 6

sin 6 cos 6

} is an orthonormal basis of R?

sin

Just to make sure: why length 1?7 Because H[ C"Sg m =/ cos?6 +sin?0 = 1.

e Alternatively: Q70 :[ cos sin6 H cos @ —sin 0 } :[ 10 }

—sin 6@ cos @ sinf cosf 01

Example 6. Is H:[ 1 j1 } orthogonal?

No, the columns are orthogonal but not normalized.

But %{ 1 _11 } is an orthogonal matrix.

Just for fun: a n X n matrix with entries -1 whose columns are orthogonal is called a Hadamard
matrix of size n.
[ 11 1 1 ]
1 -1 1 -1

. .| H H |_
AS|ze4examp|e.{H 7H]— 1 1 -1 —1
1 -1 -1 1

Continuing this construction, we get examples of size 8,16, 32, ...
It is believed that Hadamard matrices exist for all sizes 4n.

But no example of size 668 is known yet.
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The QR decomposition (flashed at you)

e Gaussian elimination in terms of matrices: A=LU
e Gram-Schmidt in terms of matrices: A=QR

Let A be an m x n matrix of rank n.
Then we have the QR decomposition A= QR,

e where Q is m X n and has orthonormal columns, and

e R is upper triangular, n X n and invertible.

(columns independent)

Idea: Gram—-Schmidt on the columns of A, to get the columns of Q.

Example 7. Find the QR decomposition of A:{

O O =
w o N
O UL

].

Solution. We apply Gram—-Schmidt to the columns of A:

1
01=4q1
_O_
[ 2] [ 2 0 0
o|—={ol,q)gi=|0] |o0|=gq
L 3 ] | 3 3 1
[ 4] [ 4 4 0
s = (5 [ayai—{( 5| a)ae=5] |1|=a
L 6 ] | 6 6 0

10
Hence: Q=[q1 g2 g3]=| 0 0
01

Tofind Rin A=QR,
note that Q7A=Q"QR=R.

100 124 124
R=[001 005 =036
010 036 005
Summarizing, we have
1 2 4 100 1 2 4
005 (=001 036
036 010 005

Recipe. In general, to obtain A= Q R:

e Gram—-Schmidt on (columns of) A, to get (columns of) Q.

e Then, R=QTA.
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The resulting R is indeed upper triangular, and we get:
[ gla; qiaz giaz - ]
QQTaz QQTCLB
Q?,Ta3

It should be noted that, actually, no extra work is needed for computing R:
all the inner products in R have been computed during Gram—-Schmidt.
(Just like the LU decomposition encodes the steps of Gaussian elimination,
the QR decomposition encodes the steps of Gram—Schmidt.)

Practice problems

W[+~

—2
[ —1 ] to an orthonormal basis of R3.

1
Example 8. Complete Iy ,
3 2 2

(a) by using the FTLA to determine the orthogonal complement of the span you already
have

1
(b) by using Gram—=Schmidt after throwing in an independent vector such as [ 0 ]

| |

=
(=
S =N

Example 9. Find the QR decomposition of A:{
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